Deepfake detected: Microsoft hakkab
tehisintellekti abiga voitlema voltsvideote ja
voltspiltide vastu
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Seoses viirusepuhangute, terroriaktide, valimiste ja alternatiivsete
ravivdimalustega on Internetis igathel véimalik otsa sattuda voltsvideotele ja -
meediale, mida on manipuleeritud nii, et need naivad justkui ehtsad. Microsoft
tootas valja selle avastamise vahendi, mis tulevikus voib meie arvutites aidata
voltsitud sisu kindlaks teha samamoodi, nagu praegu turvatarkvara leiab
ongitsus- ja petukirju.

Véltsmeediast oleme me varem kirjutanud, sellest raakis pohjalikumalt

Helmese lahenduste arhitekt Markus Karileet. NUUd on see probleem veel
suuremaks paisunud. Microsofti asepresident Tom Burt kirjutab, et Microsoft sai 1.
septembriks valmis lahenduse, mis suudab eristada vdltsitud videosisu paris
sisust masindppe ja tehisintellekti abiga. Microsoft Video Authenticator on
tarkvara, mis analllsib pilte vdi videot, andes sellele usaldatavuse protsendi.
Video puhul jookseb usaldatavuse protsent video mangimise ajal jooksvalt iga
kaadri kohta, mida vaadatakse. Lahendus on loodud avaliku andmekogu Face
Forensic++ pohjal ning testitud DeepFake Detection Challenge i andmekogu
peal.

Lisaks pakub Microsoft vGimalust oma originaalsisu sertifikaadiga kaitsta, mida
kontrollides saab kasutaja kindel olla, et meedia on parit otseallikast.

Video Authenticatorit pakutakse organisatsioonidele Al Foundation’i vahendusel
Reality Defenderi projekti kaudu. Uks osa sellest projektist on ka valimisvéitluses
vOltsingute varajane paljastamine, et need ei mdjutaks valijaid, poliitikuid ja
meediat. Lisaks Microsoftile on uhinenud projektiga teiste seas ka naiteks Google
ja Twitter.

Vaata siit Uht MIT-is loodud naidet tehisintellektiga loodud Deepfake videost, kus
USA president annab teada ebadnnestnud kuundumisest:
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Kui tahad end proovile panna, kas suudad ise eristada vdltsingut originaalist, siis
seda saab testida siin.
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