ELi uus tehisintellekti maarus keelab inimeste
pohioigusi selgelt ohustavad susteemid
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Euroopa Parlament ja ndukogu saavutasid reedel poliitilise kokkuleppe
tehisintellekti maaruse suhtes, mille kohta komisjon tegi ettepaneku 2021. aasta
aprillis.

Euroopa Komisjoni president Ursula von der Leyen utles: ,, Tehisintellekt juba
muudab meie igapaevaelu. See on alles algus. Tehisintellekti arukas ja laialdane
kasutamine vdib tuua meie majandusele ja Uhiskonnale tohutut kasu. Seeparast
on mul vaga hea meel Euroopa Parlamendi ja ndukogu poliitilise kokkuleppe ule.
ELi tehisintellekti reguleeriv digusakt on esimene terviklik tehisintellekti kasitlev
oigusraamistik kogu maailmas. Seega on see ajalooline hetk. Tehisintellekti
maarus viib Euroopa vaartused ule uude ajastusse ning aitab edendada
vastutustundlikku innovatsiooni Euroopas. See tagab inimeste ja ettevdtjate
ohutuse ja pohidigused ning toetab seega usaldusvaarse tehisintellekti
arendamist ja kasutuselevoéttu ELis. Maarus on oluline samm inimkeskse
tehisintellekti Glemaailmsete reeglite ja pdhimotete valjatéétamisel.”

Uued reeglid lahtuvad riskidest

Reeglid on riskipdhised ja neid kohaldatakse kdigis liikmesriikides otse ja
Uhetaoliselt.

Valdav osa tehisintellektisusteeme kuulub minimaalse riski kategooriasse.
Minimaalse riskiga rakendusi, nagu tehisintellektil pédhinevad soovitussisteemid
vOi rampspostifiltrid, uued reeglid ei puuduta, kuna need susteemid ei kujuta
endast inimeste digustele voi ohutusele mingit ohtu vdi on see oht minimaalne.
KUll aga vdivad ettevotjad vabatahtlikult kehtestada selliste rakenduste jaoks
taiendavaid kaitumisjuhiseid.

Suure riskiga tehisintellektisisteemid peavad vastama rangetele ndéuetele. Neil
peavad olema susteemid riskide maandamiseks, andmekogumid peavad olema
kvaliteetsed, tegevust tuleb logida, dokumentatsioon peab olema Uksikasjalik ja
kasutajateave selge, tagatud peab olema inimjarelevalve ning kérgel tasemel
tookindlus, tapsus ja kuberturvalisus. Suure riskiga tehisintellektisusteemide
hulka kuuluvad naiteks vee-, gaasi- ja elektritaristu; meditsiiniseadmed,;
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stisteemid, millega maaratakse kindlaks juurdepaas haridusasutustele voi mida
kasutatakse inimeste varbamiseks; samuti susteemid, mida kasutatakse
oiguskaitse, piirikontrolli, kohtu ja demokraatlike protsesside valdkonnas. Suure
riskiga susteemideks peetakse ka biomeetrilise tuvastamise, kategoriseerimise ja
emotsioonide tuvastamise susteeme.

Tehisintellektisisteemid, millega seotud riskid on vastuvéetamatud ning mida
peetakse selgeks ohuks inimeste pohidigustele, keelatakse.

Need on susteemid voi rakendused, mis manipuleerivad inimeste kaitumisega, et
mojutada kasutaja vaba tahet. Siia kuuluvad naiteks kdonelevad manguasjad, mis
vOivad soodustada alaealiste ohtlikku kaitumist vdi sisteemid, mis véimaldavad
valitsustel voi ettevdtetel anda inimestele nn sotsiaalseid punkte ning teatavad
ennetavaks politseitegevuseks kasutatavad rakendused. Lisaks keelatakse
teatavad biomeetrilised susteemid, naiteks todkohal kasutatavad
emotsioonituvastussusteemid, teatavad inimeste kategoriseerimise susteemid ja
oiguskaitse eesmargil avalikus kohas kasutatavad reaalajas biomeetrilise
kaugtuvastamise slsteemid (vaikeste eranditega).

Labipaistvusega seotud risk

Juturobotite ja muude sarnaste tehisintellektisisteemide puhul peab kasutajal
olema selge, et ta suhtleb masinaga. Stvavoéltsingud ja muu tehisintellekti loodud
sisu tuleb vastavalt margistada ning biomeetriliste kategoriseerimis- voi
emotsioonituvastussusteemide kasutamisest tuleb kasutajaid teavitada. Lisaks
tuleb sisteeme kavandada nii, et sunteetiline audio-, video-, teksti- ja kujutiste
sisu on margistatud masinloetavas vormingus ning on vdimalik tuvastada, et see
on kunstlikult loodud vdi manipuleeritud sisu.

Reeglite rikkumise korral on ette nahtud trahv. Keelatud rakendustega seotud
rikkumiste puhul on trahv 35 miljonit eurot vdi 7% ettevdtte Glemaailmsest
aastakaibest (olenevalt sellest, kumb on suurem), muude nduete rikkumise eest
15 miljonit eurot voi 3% ning ebadige teabe esitamise eest 7,5 miljonit eurot voi
1,5 %. VKEdele ja idufirmadele on ette nahtud proportsionaalsemad
trahvimaarad.

Uldkasutavad tehisintellektisiisteemid

Tehisintellekti maarusega kehtestatakse Uldkasutatava tehisintellekti jaoks
erinormid, mis tagavad labipaistvuse kogu vaartusahelas. Vaga vdéimsate
mudelite puhul, mis véivad pdhjustada susteemseid riske, kehtestatakse siduvad



lisakohustused seoses riskide juhtimise ja ohtlike intsidentide jalgimise, mudeli
hindamise ja stressitestimisega. Neid kohustusi hakatakse rakendama
tegevusjuhiste kaudu, mille tédtavad valja ettevdtjad, teadlased,
kodanikuuhiskond ja muud sidusruhmad koos komisjoniga.

Maaruse rakendamise ule hakkavad riiklikku jarelevalvet tegema padevad
turujarelevalveasutused. Euroopa tasandil koordineerimiseks loob Euroopa
Komisjon Euroopa tehisintellekti ameti, mis hakkab jalgima ka uldkasutatavaid
tehisintellektimudeleid kasitlevate normide rakendamist ja joustamist.

Jargmised sammud

Euroopa Parlament ja ndukogu peavad poliitilise kokkuleppe naud ametlikult
heaks kiitma. Seejarel avaldatakse see Euroopa Liidu Teatajas ning maarus
jéustub 20 paeva parast avaldamist. Maarust hakataks kohaldama kaks aastat
parast selle jdustumist, v.a keelud, mida hakatakse kohaldama juba kuue kuu
moodumisel ja Uldkasutatava tehisintellekti eeskirjad, mida hakatakse kohaldama
12 kuu parast. Maaruse kohaldamisele eelneval Uleminekuperioodil on
tehisintellekti arendajatel Euroopast ja kogu maailmast vdéimalus Uhineda
komisjoni algatatud tehisintellekti paktiga, et hakata maaruse ndudeid
vabatahtlikult taitma juba enne nende kohaldamise algust.
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