Virtualiseerimiskogemus: kuidas vahendada
50% kulusid ja 30% servereid?
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al on viimaste aastate aina kuumem teema IT-maailmas
eda nimetatakse ka toostusrevolutsiooniks serveriruumis -
hakata ka IT-d automatiseerima, Uks administraator jduab
hulga riistvaraga saab teha enam.

Vaatame uhe konkreetse naite abil, mida virtualiseerimine IT-osakonnas, firmas
uldse ja serveriruumis muutis. Naiteks on Eesti Posti juhtum.

Eesti Post tegi nimelt hiljuti |Iabi paris suure IT-alase muudatuse oma
serveripargis, mis tdi kaasa riistvarakulude 50-protsendilise vahenemise, 30-
protsendilise serverite arvu vahendamise (90 serveri asemel on nuud alles jaanud
60) ja markimisvaarse kulude optimeerimise serverite haldamise ja hooldamise
pealt.

Tegemist on nn ,,parima praktika“ juhtumiga, kus kasutati oma vanade serverite
asendamisel ja uuendamisel virtualiseerimist. Platvormina oli kasutusel Windows
Server 2008 R2 Hyper-V.

Eesti Posti IT-juht JuUrgen Jogevest vastab, mis virtualiseerimisega neil siis
I6puks muutus.

Miks valisite just Hyper-V virtualiseerimise ja kas oli kaalumisel ka muid
platvorme?

Kaalumisel oli ka VMware ESX, kuid valikul sai maaravaks Eesti Posti enda
Microsofti toodete kompetents ja paremad litsentsitingimused - Windowsi
alusplatvormi litsents katab peal olevad Windowsi virutaalserverite litsentsid.

Kasutame Datacenteri litsentse ja seega sOltumata virtuaalsetest Windowsi
serverite arvust ei muutu keskkonna litsentside hind (va fuusiliste serverite
lisamisel). Meie jaoks on see oluline, kuna valdav enamus stusteemist on Windowsi
platvormi peal ja teadsime, et Hyper-V suudab neid toetada.
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Linuxi serverite puhul olid meil enamikel juhtudel juba kasutusel Hyper-V poolt
toetatud versioonid.

Millised olid suuremad valjakutsed senise lahenduse pealt
virtuaalserveritesse uleminekul?

Eelnevalt meil olulises mahus virtuliseerimist kastutusel ei olnud. Vaiksemas
mahus kasutati VMware ESX keskkonda, mille migreerimine Hyper-Vsse oli
oluliste probleemideta.

ESX-ist toodi ule 15 serverit, virtualiseeriti 20 fuusilist ja ulejaanud on olnud uued
teenused vOi olemasolevad teenused, mis on installeeritud uuesti uude
keskkonda.

Kuna Hyper-V naol oli meie jaoks tegu uue lahendusega, siis suurimaks
valjakutseks oli pigem uletoomise korrektne planeerimine, mahu ja migratsiooni
kestvuse dige hindamine.

Kas vanadest serveritest tarkvara umberkolimisel virtuaalserveritesse
sujus koik hasti?

Moningaid probleeme siiski esines, kuid enamasti olid need seotud Hyper-V
integratsioonikomponentide uhilduvusega. Windows Serverite puhul ei olnud
kdikjal kasutusel viimased Service Packid ning need tuli paigaldada.

Linuxi serveritest ei olnud kdik versioonid toetatud, mistdttu tuli osade teenuste
puhul versiooni uuendada voi lausa vahetada. Probleeme esines naiteks Ubuntu
vanemate versioonidega, kuid nuudseks on viimases Ubuntu versioonis olemas
koik vajalikud integratsioonikomponendid.

Kindlasti tuleks jargida Linuxi versiooni tuge, mille kohta leiab infot leiab
Microsofti kodulehelt.

Miks jaeti serverid enda juurde? Virtualiseerimisega oleks voimalik ju ka
pilveteenust voi teenusepakkja servereid kasutada.

Eesti Posti IT eesmark on hoida siseteenuste jaoks vajalikke keskkondi ja
komponente majutatuna enda haldusalas.



Kaalumisel oli ka tootmisslsteemide majutamine valise teenusepakkuja juures,
kuid see ei osutunud majanduslikult otstarbekaks.

Milline on riistvara, mis virtualiseerimist toetab?

Virtuaalkeskkondade jaoks on kasutusel IBMi X3650 seeria serverid ning
kettamassiivina EMC VNX5300.

IBMi servereid on 6 tk, nende konfiguratsioonid on

e 4 tk 2 CPU 6-tuumalised, 64 GB RAM, kettakasti Uhendus 8 Gbit fiibriga
e 2 tk 2 CPU 8-tuumalised, 96 GB RAM, kettakasti Uhendus 8 Gbit fiibriga

Andmeid on kokku ca 6,3 TB.

Tanaseks on kokku Hyper-V keskkonnas 73 virtuaalserverit.

Kuidas muutusid IT personali ulesanded (ja koosseis)?

IT personali koosseis ei muutunud, aga tuli arvestada taiendava
keskkonnahaldusega.

FOTO: ISTOCKPHOTO.COM

e Lahendused

e Serverid
e Lahendused



https://www.am.ee/lahendused
https://www.am.ee/taxonomy/term/18
https://www.am.ee/taxonomy/term/23

