Ettevotte varundus luubi all: hoia oma digivara!
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Varundus on keeruline teema - see pole pelgalt andmete kopeerimine kuhugi ja
nende sealt votmine, kui midagi juhtub. Kuidas kopeerida, millal ja mida, klisimusi
on palju. Siin on vaike uUlevaade, mis on Enterprise klassi varundus ja kuidas seda
teha.

Image pohine varundus

Varundust vOib jaotada kahte olulisemasse gruppi - operatsiooniststeemide
varunduseks ja andmete varunduseks. Kummagi jaoks on taiesti erinevate
brandide tooted ning pingutada nende varunduste surumisega uhe brandi toote
alla annab halva tulemuse.

Kdigepealt aga radgime opsusteemi varundusest.

Peamine vahe seisneb varundustehnikas. Opsusteemi varunduseks sobib hasti
sektoripdhine varundus ja andmetele failipdhine varundus. Asi pole ainult selles,
et operatsioonisisteem voib kasutada ka failisisteemile kattesaamatuid
sektoreid, vaid kaks olulist lisategurit on veel usaldusvaarsus ja kiirus.
Varundustarkvara VSS toega agent toimib kull low-levelil (opsusteemi enda level),
kuid alati on véimalus, et opsusteemi on installitud mingi tarkvara, mis arvab
ennast veel tahtsama olevat ning votab juhtimise Ule veel enne VSS-i. Naitena
vOiks tuua igasugu opsusteemi rollback tarkvarad.

Teine tegur on kiirus. Sektoripéhine varundus on kiirem selleparast, et loeb
failisisteemi madalamal tasandil kui failipdhine varundus. Eelis saadakse ka siis,
kui tegemist on paljude vaikeste failidega, mis opsusteemi puhul ongi tavaline.
Peamine eelistus aga ei tulene mitte turvalisuse voi kiiruse teguritest, vaid
loogikast. Varunduse loogika peab olema alati [dhedal sellele struktuurile, mida
varundatakse. Opsusteem on Uks tervik, seega moistlik on kasutada low-level
tasandil failisisteemi lugemist. Andmed (Ukskoik, kas andmebaas vaoi failiserver)
on uksteisest séltumatu struktuur, info on personaalne. Kui opsusteemi
hetkeseisul tehtud varundus voib suure téendosusega todtada ilma torgeteta, siis
poolikud andmed enamasti kajastavad infot valesti. Andmetest ei saa teha hetke
ajaseisu tdmmist vaid andmed peavad olema I6petatud mingi loetava seisuni.
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OK, ntud lahemalt sektoripdhise varunduse juurde, mida tihti nimetatakse ka
image-pohiseks varunduseks. Siin pole mangumaa vaga lai ja ette rutates voiks
kohe 6elda, et lilder on Acronis (tapsemalt Acronis Backup Advanced, mitte see
Home). Acronis on aastate jooksul teinud markimisvaarset karjaari. Peamisteks
konkurentideks nimetaks R1Soft-i ja StorageCraft-i toodet ShadowProtect-i. Ja
ongi koik. Vaga paljud brandid lisavad oma tootevalikus sektoripdhise variandi
varundusest, kuid on astunud hilisemale rongile, kui mitte 6elda otse, et need on
rongilt lausa maha jaanud ja ei tea, millega simitsi seisavad.

R1Soft on erandlikult unikaalse lahendusega. Kontseptsioon kujutab tervet
varunduse destination storage ‘it kui monoliitset andmebaasi. Eelis on selles, et
rotatsioon (siis varunduspunktide-snapshotide konsolideerimine) on vaga kiire,
Windows Journali kasutus on arenenum kui Acronisel. Windows Journal tahendab
seda, et opslisteem peab logi kdigi muudatuste kohta kettal. See Journal voib olla
ka varundustarkvara enda logi. Kusjuures oluline on ara tunda, millal see logi voi
Journal muutub kasutuskdélbmatuks, kuna vale Journali alusel varundus on ohtlik.
Journal aga muutub kasutuskdlbmatuks kohe niipea, kui kettale tehti mingi
muudatus enne Journali pidava driveri laadimist.

Tosisteks R1Soft puudusteks aga on vaga ebamugav BareMetalRestore (ehk siis
opsusteemi taastus) ja aeglane varundus juhul, kui Windows Journal pole
kattesaadav. Muidugi lisaks ka deduplitseerimine on saadaval nendest kolmest
asinult Acronisel. StorageCraft on vana tehnoloogiasaurus, mille jaoks Acronis oli
pigem Opipoiss. ShadowProtect omab mdningaid huvitavaid funktsionaalseid
eeliseid Acronise ees, kuid pole siiski paris Enterprise klassi toode. Mis puutub
image-pdhist varundust, siis Acronis oli algul tldse imiteerija rollis. Tehnoloogia
eestvedajad olid 90ndatel hoopis PowerQuest, Storagecraft ja Symantec, kui jutt
on image-pdhisest varundusest. Tana aga nendest ainult Acronis ja R1Soft on
jdudnud arvestatava image-pohise Enterprise leveli varundustarkvara hulka. See
tahendab siis eeskatt keskhaldust.

Failipohine varundus

NUUd aga failipdhisest varundusest, mis on tunduvalt mahukam teema ja natuke
teine maailm. Failipdhine Enterprise varunduse maailm on olnud aastakimneid
suurte kontsernide parusmaa ja on seda siiani. Paljud tarkvara tehnoloogiaga
seotud funktsionaalsed nimetused on lausa klassika ja selle tdttu kaasa saanud ka
stagnatsiooni tunnused. Viimasel ajal on aga ka siin brande mis harjumusparase
pildi segi l66vad.



Suurim tegija on olnud Veritas aastast 1989 Californiast. Muidugi on varundusega
tegeletud juba sama kaua kui on olnud arvutid, kuid Veritase puhul raagime
polvkonnavahetusest. Siiski 5 aastat varem alustas samuti Californiast Uks teine
votmetahtsusega firma, algselt Mac“idele mdeldud Dantz (Vahepeal reisinud EMC
ja Roxio alla, ntud Retrospecti enda tiimi all tagasi), millest peagi réaagime
ldhemalt.

Enterprise klassi tuntumad varundusbrandid ja nende tooted on Veritas
NetBackup, Veritas Backup Exec, Dantz Retrospect, IBM Tivoli Storage Manager,
EMC (varem Legato) Networker, EMC Avamar, Arcserve, CommVault, HP Data
Protector, Acronis Backup Advanced. Lisaks veel suhteliselt uus ja kiirelt
populaarsust kogunud virtuaalmasinate varundusbrand Veeam, aga see on eraldi
teema ja sellest ka juba pisut hiljem.

Uks mantraga vérreldav séna on INCREMENTAL, mis on igasuguse Enterprise
varundustarkvara lahutamatu osa. Varundatakse ainult muudatusi. Taisvarundust
ei jbua keegi enam tanapaeval igapaevaselt teha. See votab liiga kaua aega,
monikord paevi suurte andmemassiivide puhul, koormab ebaratsionaalselt nii
serverite kui klientide masinate ressursse ning raiskab kallist varundusruumi.
Esimene kusimus kohe on siis see, et mida pidada muudatuseks, et seda
varundada. Erinevad brandid peavad selle all silmas vaga erinevaid asju.
Klassikalise faili muudatuse kriteeriumiks kasutati kaua arhiivi lippu faili
atribuutides. Opsusteemil on reeglina kohustus kustutada arhiivi likupe peale igat
muudatust failis. Tanaseks on selgunud, et sellel meetodil on mitmeid puudusi.
Siiski mitte alati ei kustutata arhiivi lipuke peale faili muudatust, naiteks mingi
susteemse tarkvara sekkumise puhul. Samuti naiteks kopeerimise puhul kall
seatakse pusti arhiivi lipuke, kuid muudatust failis siiski polnud. Teiseks jaab
arhiivi lipu meetodit kasutatava tarkvara puhul jaigalt seotuks varundatud
sessioon ja lahtekettal olev fail. Kui naiteks kustutada varundatud sessioon,
naiteks mingi pooliku varunduse vea tottu, siis edasised incremental varundused
pole enam vdimalikud, kuna algse faili arhiivilipud on juba kustutatud ja enam
pole véimalik kindlaks teha, milline fail oli muudatusega.

Tunduvalt kindlam meetod on pidada andmebaasis-kataloogis (kataloogiks
nimetatakse andmebaasi, mis kajastab kdiki varundustoiminguid ilma, et
varundatud destination-storage-media oleks kattesaadav) varundatud faili
atribuutide andmeid ja jargmise incremental varunduse puhul vérrelda neid
kataloogi andmeid reaalselt kettal oleva faili atribuutide andmetega. Windowsi
operatsioonistusteemi puhul nendeks usaldusvaarseteks atribuutideks oleksid faili
nimi koos aadressiga, faili suurus, faili loomise aeqg ja faili muutmise aegq.



Kusjuures vaga oluline on, et igasugune muutus tahendaks muudetud faili
staatust. Ideaalseim varundustarkvara selles suhtes on Dantz Retrospect, mis
tapselt just neid nelja parameetrit kontrollibki, arhiivi lipp aga ei mangi uldse
tahtsust.

Veel ohtlikum arhiivi lipu kontrollist aga on faili muudatuse aja kontrolli meetod
nii, et faili muudatuseks loetakse ainult varskeimat aega. Siin tekib kohe oht, et
kui varundusest fail on taastatud, siis ta muutmise kuupaev on palju varasem
ning seega langeb ta varundusest valja, mis aga on viga, sest ka koik taastatud
failid tdahendavad muudetud faili vorreldes eelmise versiooniga. Kdige ohtlikum ja
ebakindlam meetod on kasutusel Veritase (vahepeal Symanteci all olnud)
NetBackup “il. NetBackup vordleb algse faili muutmise aega, mitte kataloogi
andmebaasi andmetega selle faili kohta, vaid viimase varunduse ajaga. Lisaks
sellele, et varasema ajatempliga failid jadvad varundamata, soltub selline vordlus
tugevalt ka serveri-kliendi masinate kellaaegade nihkest. Kui serveri aeg on
varasem kliendi omast, varundatakse pidevalt samu identseid faile. Kui serveri
aeg on hilisem kliendi omast, jaavad viimatimuudetud failid varundamata. Veritas
on selle tarbeks loonud veel Uhe vaga umbertnurga abivahendi nimega "time
overlap", aja seade kliendi seadetes, mis siis liidab algse faili muutmise ajale
juurde selle seadetes maaratud numbri, et kindlalt fail ikka varundada, kuigi
sellega kaasneb osade failide topeltvarundus.

Onneks saab NetBackupi ka alternatiivselt seadistada, et kasutaks Journali voi
accelereationi, mis votab veel lisaks parameetreid appi vordlusse. Aga ka see on
ikkagi selline halva tehnoloogia ravi. Perfektne lahendus on Dantz Retrospectil.
Samuti on kasulikum, kui varundustarkvara arhiivi lipu uldse rahule jataks ja seda
peale varundust ei muudaks.

Jargmine teema on, kuidas vahendada I6putult kasvavat incrementalite hulka,
ehk siis consolidation, merge, grooming vo0i synthetic backup, vastavalt kuidas
mingi brand selle on lahendanud vodi seda nimetab. Siin on sisuliselt kaks erinevat
ldhenemist ja tehnikat. Uks on pidev viimase taisvarunduse liitmine viimase
incrementaliga, saades nende asemele uue taisvarunduse. Seda meetodit
kasutab Dantz Retrospect, Acronis, Ahsay. Teine meetod on sunteetiline
(Syntethic) varundus, kus viimasest taisvarundusest ja kodigile jargnevatest
incrementalitest luuakse uus ftaisvarundus. See meetod on laiemalt kasutuses.

Lisaks Veritas NetBackupil on véimalik veel moodustada uus incremental ainult
kdigist varasematest incrementalitest. Kdige paindlikum lahendus on Dantz
Retrospectil. Grooming konsolideerib-liidab kokku kéik varasemad (seadetes saab
maarata, mitu viimast incrementali-fulli alles jatta). Valikuliselt saab



varundussessioonidele panna peale blokeeringu groomingu jaoks, mis tahendab,
et antud sessioon jaab alles ja groomingust valja.

Nuud on vaga oluline, kas varundustarkvara suudab ka iga varundussessiooniga
salvestada momendi failipuu tdmmise-hetkeseisu. See on vajalik selleks, et
taastusel mitte taastada juba kettalt kustutatud faile. Naiteks kdigepealt toimus
full backup, siis kustutati kettalt mingi fail ja siis tehti uus incremental varundus.
IIma selle infota kataloogis taastaks varundustarkvara viimase incrementali jargi
ka selle kustutatud faili. Vastava info olemasolul aga varundustarkvara naeb, et
taastatava sessiooni varunduse ajal seda faili enam polnud ning seda ei taasta,
kuigi varasemas sessioonis on ta varundatud. Reeglina kdik Enterprise klassi
varundustarkvara oskab seda infot salvestada.

Veritas NetBackup-il tuleb see eraldi aktiveerida "Truelmagelnfo" nime alt.
Uldiselt tarkvara, mis sellist infot ei kaitle, nimetatakse versiooning-
varundustarkvaraks ja sellel pole palju Uhist Enterprise klassi kuuluva tarkvaraga.

Edasi on oluline, kuidas varundustarkvara oskab andmeid taastada. Ideaalne
varundustarkvara oskab taastada nii point-in-time snapshoti alusel (siis tapselt
sama seis, mis oli varunduse ajal kettal), kui ka ainult konkreetse sessiooni alusel
(ainult failid, mis varundussessioonil lisati incrementaliga). Acronisel (millel on ka
suht nigel failipdhise varunduse liides) sessioonipdhist llevaadet pole. Enamus
siiski seda vdéimaldavad, kuigi monedel on informatsiooni esitamisega probleeme.

Naiteks Netbackup kull suudab taastada, kuid faile kuvada naitamisaknas ei
suuda, ainult kaustu. Arcserve kuvab ainult sessiooni kuvamise aknas, kus peaks
kuvama koik sessioonil lisatud failid, Uksiti ka kdikide kaustade puud, mis
eksisteeris allikas varundussessiooni ajal, mistottu faile Ules leida oli raskendatud.
HP Data Protector aga kahjuks kuvab point-in-time aknas Uldse koiki faile, mis
kunagi varundatud, kuigi taastab korrektse ketta seisu.

Jargmisena on ka oluline, kuidas just tapsemalt taastada on voimalik. Kdik
lahendused peale Dantz Retrospecti ei vota kunagi arvesse neid faile, mis enne
taastamist juba on kettal. See tahendab, et kui tahad tapset ketta seisu, mis oli
point-in-time varunduse ajal, siis enne taastust pead kettalt kasitsi koik failid
kustutama, et mitte jatta alles ebaolulisi faile. Dantz Retrospect aga teeb selle t66
ise ara on-the-fly ja peale taastamist jaavad tapselt need failid, mis sai taastatud
varundusest, ilma millegi Uleliigseta. Sellel on veel teinegi hea omadus - kiirus.
Kui Dantz Retrospect naeb et fail on identne, siis ei pea ta hakkama seda
taastama.



Edasi on tahtis, kuidas saab salvestusmediat jagada erinevate asukohtade vahel,
vOi peab see asuma sama varunduspoliitika jaoks Uhes kohas. Acronis, Ahsay,
Arcserve ei vOimalda sama varunduspoliitika raames jagada storage-media
asukohta.

Teistel enamasti pole selliseid piiranguid. Naiteks saab taisvarunduse lasta
kirjutada Uhe ketta peale ja incrementalid teise ketta peale. Backup Execil saab
poliitikas konkreetselt maarata, kuhu laheb full, kuhu incremental ja kuhu
synthetic varundus. Samas Backup Exec ei vdimalda samale kettale rohkem kui
uhe storage-media ning incrementaleid ei saa teha deduplication poolile. Dantz
Retrospectil pole mingeid piiranguid, kuid policis seda ei saa maarata, vaid tuleb
kasitsi panna ajutine "skip" marge mediale.

Tohus tehnika - deduplitseerimine

Edasi on storage meedia ruumi kokkuhoiu tarbeks loodud pakkimisest veel
tohusam tehnika - deduplitseerimine. Seda on kahe sorti. Rohkem delta-copy
nime kandev deduplication toimib ainult sama faili raames ja terve faili varunduse
asemel varundab ainult faili muudetud blokid. Deduplicationi nime kandev
tehnika on globaalne ja toimib terve varundusmeedia raames, salvestades
kdigest ainult unikaalse fraktsiooni.

Deduplicationi eelis on vaga vaike salvestusmeedia kulu.

Deduplicationi puudus on vaga tdsine koormus protsessorile ja malukasutusele.
Kui mingi fraktsioon havib, siis kahjustab see paljusid faile. Deduplikatsiooni
meediat ei saa jagada erinevate asukohtade vahel, peab asuma samas kohas.

Delta-copy deduplicationi eelis: Ei koorma serverit-klienti oluliselt. Kui fraktsioon
havib, siis kahjustab see ainult Uhte faili. Meediat saab jagada vabalt erinevate
asukohtade vahel.

Delta-copy deduplicationi puudus: Ei saavutada nii suurt kokkuhoidu kui globaalse
deduplicationiga.

Enamasti on kdigil kasutuses ainult globaalne deduplication. Erandina ainult
delta-copy meetodit kasutavad tarkvarast ainult Dantz Retrospect ja Ahsay.

Akki peaks raakima ka lindiseadmete toest?



Ei, tegelikult ei viitsi. See on tdesti teema, mis oleks vaja visata ajaloo prigikasti.
Kdvakettal andmete sailitamine on palju turvalisem kui lintidel ja pealegi odavam
ka.

Ja muidugi saab ka kettaid seadmest valja votta. Olulisem on igasugu NAS
seadmete tugi. Neile ju standardset kliendi agenti ei installi. Kasutusel on
spetsiaalne "riistvara snapshot" tehnika, mis siis naiteks failiserverina kasutuses
olevast kettaseadmest teeb raua toel snapshoti ja saadab otse mediaserverile
varunduseks. Siin ei tohi segamini ajada naiteks VSS snapshotidega, mis on
windowsi opsusteemi tarkvaraline komponent avatud failide, opsusteemi
sisemiste andmebaaside ja point-in-time seisu varunduseks. Rikkalik tugi igasugu
erinevatele opsusteemidele ja riistvara seadmetele on kdige suurem Veritase
NetBackupil ja IBM Tivolil. Iseasi muidugi, et kas seda kraami ikka on kdike tarvis,
kui ntdd Gle mdelda veel.

Naiteks failiserveri varunduseks pole uldse hea kasutada mingit open-file toega
snapshoti, sest kirjutuseks avatud fail pole consistentne varunduseks. Selle jaoks
on olemas eraldi tarkvaralahendused mis kontrollivad ja peavad uUlevaadet
paraleelsest dokumenditootliusest. Ja varundust voib vaadelda lihtsalt kui Ghte
klientidest.

Kui varundustarkvara vdéimaldab, aga ega tihti erilist mangumaad selles vallas
varundustarkvara enda poolt eriti pakkuda pole, siis ideaalne oleks nii - kui fail on
avatud ainult lugemisdigusega teistele (shared access), siis sellest varundada
pole kasulik, kuna faili kirjutatakse ja peaks ootama kuni fail vabaks lastakse.

Kui on avatud excluseive access, siis nagunii ei saa lugeda ja tuleb samuti oodata.
Kui fail vabaneb varunduseks, siis peaks ta lock-ima shared accessiga, nii et seda
saab ainult lugeda, et ei segaks varundust (faili on muudetud varunduse ajal).
VSS vbéi muu open-file manager aga ei garanteeri nagunii consistencit, aga eks
see ole adminni enda valik otsustada. Backup Execil naiteks saab lukustada faili
varunduse ajal (ilma VSS-ita), kuigi ta avab ka ainult lugemisdigusega faile (sinna
kirjutatakse momendil).

Dantz Retrospect Iaheneb asjale hoopis kompromissitult ja voimaldab enne
varundust taielikult lahti Ghendada failiserveri shared varunduse ajaks. Enne seda
saadetakse cliendi kaudu veel sbnum kasutaja desktopile et naiteks 5 min parast
failiserver Uhendatakse lahti. T00 ajal seda muidugi teha ei saa, kuigi 60sel pole
probleem.



Andmebaaside tugi on enamasti kdikidel, tihti eraldi tasustatavad. Standardsed
on MSSQL ja Exchange moodulid. NetBackupil ja IBM Tivolil ka Oracle ja muu
lisaks. Tihti aga ka sellest ei piisa, sest paljud tarkvaraprogrammid kasutavad
mingeid enda lahendustel pdhinevaid transaktsioone, isegi nimetamata neid
andmebaasideks. Transaktsioon on siis mingid arvuti malus kettale kirjutust
ootavad andmed, mis peavad I6puks kettal olema konsistentsed mingite muude
andmetega teises kohas. Nende transaktsioonide eiramine enne varundust oleks
sama mis tootaval arvutil restardi nupu vajutus - kunagi pole kindel kas midagi
rikkus ara voi mitte. Et tagada application quiescent consistency, tuleb enne ja
parast varundust kasutada varundustarkvara tuge kasurea kaskluste vaéi skripti
kaivitamisel. Vastav skrip peab viima siis tarkvara transaktsioonid
konsistentsesse seisu. Naiteks enne sulgema programmi voi service ja peale
varundust taas kaivitama.

Virtuaalmasinate varundus

Lopuks voiks pisut tutvustada ka virtuaalmasinate varundust, mis on
pOhimotteliselt teise Ulesehitusega ja pisut keerukam. Virtuaalmasina varundus
tahendab seda et virtuaalmasinas puudub varundustarkvara klient-agent ja jutt
kaib enamasti virtuaalmasina opsusteemi varundusest. Edasi on kusimus selles et
kuidas tagada application ja failisisteemi consistency. Erinevad brandid
ldahenevad sellele vaga erinevalt ning alati nad ei taha seda dokumenteerida.
Samas on see vaga oluline teada varundustarkvara valiku tegemisel. Kdige
lihntsam on crash-consistency.

Hypervisor ootab hetke kuni kettale kirjutus rahuneb, flushib bufrid, teeb
virtualketta snapshoti, varundab snapshoti ja siis kustutab snapshoti. See on
sama kui lulida arvutil reset nuppu. Virtualmasina virtuaalketta varundus on
mugavam ja kiirem kui opstusteemi varundus agendi abil. Lisaks kasutatakse
Changed Block Tracking (CBT) logi, mis pidevalt peab uUlevaadet-logi
virtuaalkettale kirjutuse kohta.

See on analoogne windowsi journalile, kuid tookindlam, kuna hyperviisor on
madalam (raualahedasem) kui opsusteemi draiver. Korgelt hinnatud Veeam
virtuaalmasinate varundus on pisut intelligentsema t66p&himdttega. Ka seal
puudub agent, kuid hyperviisor teeb siiski virtuaalmasina abiutiliidi abil VSS
snapshoti (nagu ka tavalise opststeemi varunduse puhul). Edasi teeb hypervisor
virtuaalkettast snapshoti. Edasi rollib-back selle virtuaalketta snapshoti internal
VSS snapshotiga identsesse seisu. Seega siis sisuliselt saadakse varunduseks



katte virtuaalmasina internal VSS snapshot, ainult enamus kopimist toimub hosti
hypervisori tasemel virtuaalkettast. See on siis kuidas Veeam tootab. Kuid, ka see
ei taga veel 100% virtuaalmasina consistencyt. Kui on tarvis taielikku 100%
kindlust, siis pole muud varianti kui varundada virtuaalmasin koos tema
snapshotil tehtud malufailiga. Selleks kdlbab suht suvaline varundustarkvara,
isegi VSS-i tuge pole tarvis. Soovitav oleks kui varundustarkvara toetaks
deduplicationi voi delta-copyt, sest virtuaalkettad on suured ja ainult osa infot
selles muudetakse, pole motet iga kord kopida tervet virtuaalketta faili. Enne
varundust tuleb skriptiga anda hypervisorile kask teha virtuaalmasinast snapshot,
varundada virtuaalkettad koos malufailiga ja peale varundust skriptiga anda kask
snapshot kustutada. VSS-i pole tarvis, sest viimane virtuaalmasina virtualketta fail
ei oma tahtsust. Kui hyperviisor teeb virtuaalmasinast snapshoti, siis muudab ta
olemasoleva virtuaalketta faili read-onlyks ning edasise kirjutuse tarbeks loob uue
faili. See uus fail on kull kirjutuseks avatud, kuid ei oma varunduse seisukohalt
tahtsust. Olulised on just varasemad virtuaalkettad ja malufail, mis
moodustavadki virtuaalmasina snapshoti. Taastades snapshoti
konfiguratsioonifailis on selle kohta info ja virtuaalmasina tagasi kerimine sellele
snapshotile pole probleem. Consistencyga pole mingit probleemi, kuna
virtuaalmasin jatkab tapselt sealt kus viimati pooleli jai, tapselt isegi CPU dige
kasu pealt. Ainus olukord kus seda meetodit kasutada ei saa on siis kui
virtuaalmasin teeb mingeid transaktsioone Ule vdrgu. Virtuaalmasin kull jatkab
oige koha pealt, kuid vorgu teises otsas asuv andmebaas vdib asjast valesti aru
saada, sest vahepeal on aeg edasi liikunud ja andmebaas enam ei oota neid vanu
kaske.

Head varundamist!

e Lahendused
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