Ekspert selgitab: levinud muudid tehisaru
kehtima hakkava maaruse kohta
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Alates 2. augustist peavad Uldotstarbelised tehisintellekti kasutavad susteemid
vastama tehisintellekti maaruse labipaistvusnduetele. Andmekaitseidu GDPR
Register tegevjuht Krete Paal tdi valja maarusega seotud levinumad hirmud ja
muudid ning selgitas, mida ettevotjad peavad juba tana ara tegema.

Euroopa Liidu tehisintellekti maarus (Al Act) on maailma esimene terviklik
regulatsioon, mille eesmark on muuta tehisintellekti kasutamine turvaliseks,
vastutustundlikuks ja inimese pohidigusi austavaks. Kuigi eesmark on dilis, on
maarusega seotud palju teadmatust, mitmeid hirme ja muute.

"Maaruse vastuvotmisest on méddunud aasta, kuid Euroopas ja ka Eestiski
levivad jatkuvalt murelikud kidsimused ja tugevalt liialdatud tdélgendused. On
arutatud koguni, kas maarus keelab tehisintellekti ning kas innovatsiooni
loomiseks tuleb ettevotetel Euroopa Liidust lahkuda," sénas ta.

Paal tdi valja viis pohilist maarusega seotud muuti, mille ta Gmber lukkab.

Muut 1: tehisaru maarus tapab innovatsiooni

Tehisintellekti maarus ei tapa innovatsiooni, vaid suunab seda targemaks,
labipaistvamaks ja inimkesksemaks. "Ma tooks naiteks GDPRi jdustumise 2018.
aastal, sest ka siis oli Euroopas palju segadust ja hirme. Moned ettevotted panid
oma veebilehed kinni "igaks juhuks", teised kulutasid ule juriidilistele audititele.
Samal ajal nutikad ettevétjad tegid andmekaitsest oma konkurentsieelise," toi
Paal naite.

Ka tehisintellekti maarus on nutikatele ja proaktiivsetele ettevotjate jaoks
vOimalus, mitte takistus. Labimdeldud Iahenemine tehisintellekti kasutamisele,
varajane riskianalUus ja labipaistvus voivad hoopis tugevdada ettevotte
usaldusvaarsust ning kindlustavad digust tegutseda ka tulevikus.

Muut 2: tehisintellekti maarus keelab tehisintellekti
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Andmekaitse ekspert rohutas, et tehisintellekti maarus ei ole keeldude nimekiri
ning kasutajatele tuttavad Al-susteemid nagu naiteks juturobotid,
turundustdodriistad ja tootmisanallUitika kuuluvad maaruse kohaselt madala vOi
piiratud riskiga tehnoloogia hulka.

"See tahendab, et selliste tehnoloogiate kasutamine jaab lubatuks minimaalsete
lisatingimustega. Naiteks muutub kohustuslikuks kasutajale marku andmine, et
tegemist on Al-pdhise tddriistaga," selgitas Paal.

Maarus keelab vaid vaga vaikest hulka rakendusi, nagu naiteks reaalajas
biomeetriline massiline jalgimine avalikus ruumis ilma digusliku aluseta voi
inimkaitumise manipuleerimine, mis kahjustab inimese vaba tahet. "Need
susteemid ongi aarmused, mitte igapaevane normaalsus," kinnitas Paal.

Muut 3: tehisaru kasutavad tooted on korge riskiga

Maarus liigitab “kdrge riskiga” susteemideks vaid vaga konkreetsed valdkonnad.
Nendeks on naiteks tehisintellekti kasutamine todintervjuude eelvalikus,
eksamitulemuste automaatne hindamine ning diguskaitses ja piirivalves
kasutatavad susteemid.

Muud tooted, mis lubavad naiteks sotsiaalmeedia personaliseerimist, sisu
genereerimist voi tootmisliini optimeerimist ei kuulu kdrge riski alla.

Lisaks on maaruses vaga tapselt kirjeldatud, kuidas saab sUsteemi seadusega
kooskdlla viia, kasutades naiteks riskihindamist ning kirjeldades protsesse
labipaistvalt nduetekohases dokumentatsioonis.

Muut 4: generatiivne tehisintellekt kaob

GDPR Registri juht réohutas, et kuigi tegemist on levinud muudiga, siis
generatiivne tehisintellekt ei kao, vaid muutub vastutustundlikumaks. Naiteks
ChatGPT ja teised generatiivsed tehisintellekti sisteemid on maaruses eraldi
kasitletud kui "Uldotstarbelised Al mudelid" ehk GPAL.

"Nende puhul kehtivad labipaistvuse ja sisuloome margistamise nduded ehk
kasutaja peab teadma, kui sisu on loodud tehisintellekti poolt ning voimalusel
tuleb ka avalikustada, millised andmekogud olid mudeli treenimise aluseks,"
rohutas Krete Paal ning lisas, et antud ndue kaitseb kasutajat ning suurendab
tehisintellekti usaldust ajastul, mis stvavdltsingud ja valeinfo levivad kiiresti ning
voivad olla vagagi usutavad.



Muut 5: tehisaru on IT-osakonna vastutus

Levinud, ent ohtlik muut on, et maarus puudutab ainult arendajaid,
andmeteadlasi voi tehnilisi juhte. Tegelikkuses ulatuvad aga selle mdjud palju
kaugemale - maarus puudutab otseselt ka turundustiime, tootearendust,
klienditeenindust, juriste ja tippjuhtkonda.

Naiteks turundusosakond peab teadma, millal tuleb avalikkusele teada anda, et
sisu on loodud tehisintellekti abil. Tootearendajad peavad hindama, kas nende Al-
pohised funktsioonid vdivad kuuluda kérge riski alla. Juhtkonnal lasub vastutus
selle eest, et organisatsioonil oleks olemas riskijuhtimise susteem ja sisemised
protseduurid vastavuse tagamiseks.

"Tehisintellekti maarus ei ole pelgalt tehniline dokument - see on strateegiline
raamistik, mis eeldab organisatsiooniulest koostdod ja teadlikkust. Tehisintellekt
on meeskonnaspordiala, kus kdik peavad mangureegleid mdistma," rohutas Paal.

Mida peaksid ettevotted praegu tegema?

Siin on olulised tegevused, mis vdiks kohe ette votta:

« Kaardista, milliseid tehisintellekti rakendusi sa kasutad vdi arendad. Ara
oota maaruse taielikku joustumist - esimesed osad rakendusid juba 2025.
aasta alguses.

e Uuri, millisesse riskikategooriasse sinu poolt kasutatavad vdi arendatavad
tehisintellekti sisteemid kuuluvad.

e Ehita sisse labipaistvus ja kasutajateadlikkus juba tana. Seda hindavad nii
kliendid kui investorid.

« Ara lase hirmul otsustada - ole kursis faktidega ja kisi vajadusel
spetsialisti nou.

Eesti iduettevétte poolt loodud GDPR Register on arendatud koost6és IT
ekspertidega.
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